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Figure S1. Overall performance of the various algorithms’ capacity to predict mouse
gene GO annotation for the MouseFunc contest ‘held out’ genes.

The performance of each general strategy (‘network; ', network-based prediction including
expression data; ‘network; ', network-based prediction excluding expression data;
‘classifier’, naive Bayes classifiers; as well as several methods of combining the network;
and classifier scores (‘mean’, arithmetic mean of network and classifier scores; ‘min’, mini-
mum of their scores; ‘max’, maximum of their scores) is plotted as the mean AUC (A) and
the average APR (B) across all GO annotations in the MouseFunc test set in the GO hierar-
chies (BP, Biological Process; CC, Cellular Component; MF, Molecular Function) and anno-
tation specificities (terms annotating 3-10, 11-30, 31-100, or 101-300 genes). The result
were consistent with the cross validation results, showing the network approach outperform-
ing the classification approach on the infrequent annotations (‘3-10" and ‘11-30') and similar
performances on the frequent annotations (‘31-100' and ‘“101-300'). The mean and max
combinations generally perform slightly better than either of their constituents (network;,
and classifier).



